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Abstract. The ever increasing complexity of systems requires combined efforts with respect to analysis and verification to close the so-called verification gap. On the modeling side, to face this problem, expressive high-level methodologies are used to manage system complexity. From the analysis side it is therefore essential to also start at this level. Due to powerful symbolic tools – often based on BDDs – consistent high-level representations can be generated. The bottleneck for subsequent system analysis, however, is still the incredible state space of such representations. This fact gains even more importance when the intended analysis is bound to explicit tools, e.g., for a quantitative analysis using stochastic model checking.

In this work, we are bridging the gaps between high-level system descriptions of safety-critical systems and corresponding explicit state space representations that can be handled by explicit quantitative analysis tools. In a first step, our approach safely integrates failure behavior of safety-critical systems into their high-level description. Then, structural reductions are applied. Manageable explicit representations are finally obtained by a novel BDD-based symbolic branching bisimulation algorithm.

We provide experimental data demonstrating the efficiency of our methods: safety-critical systems whose size seems to be prohibitive for any explicit analysis tool at the beginning are reduced by orders of magnitude, thus paving the way to quantitative analysis without losing relevant information.

* This work was partly supported by the German Research Council (DFG) as part of the Transregional Collaborative Research Center “Automatic Verification and Analysis of Complex Systems” (SFB/TR 14 AVACS). See www.avacs.org for more information.
1 Introduction

The verification gap, i.e. the discrepancy between the modeling power and the capability to analyze these models, is still widening (see e.g. [1, 2]). High-level methodologies like StateMate [3] allow the design of very complex systems, while verification tools can in general not keep pace with this trend. But especially for safety-critical systems, where faulty system behavior can lead at best to financial losses but in the worst case has impact on humans, it is indispensable to prevent malfunctioning by rigorous system analysis. This analysis is getting even more difficult when stochastic events must be taken into account, i.e., when the occurrence of failures exhibits timed stochastic behavior.

The challenge for tackling these problems is not only to define interfaces for the corresponding modeling and analysis tools, but to develop a clear semantic flow that on the one hand enables the removal and reconstruction of parts of the system consistently so that the system is manageable, and on the other hand preserves all important system characteristics that are mandatory to check the intended properties. A solution to this problem must be able to drastically reduce the size of the system’s state space, since current quantitative analysis tools are restricted to explicit domains.

Hence, the contribution of this work is a concept focusing on how statechart-based system designs (in our case StateMate descriptions) can be prepared and reduced in a semantically consistent way such that a quantitative analysis can be performed afterwards. A rough overview of our approach, that consists of a discrete and a stochastic part, is depicted in Figure 1.

In the discrete part, we are starting with a StateMate design and corresponding safety-relevant data (safety requirements, system failure modes, and consequential safety-critical states) an intermediate representation is derived that incorporates failure injection into the original design. Since from a requirement point of view the resulting model contains a lot of redundancies, a failure-driven cone-of-influence (COI) reduction is performed. This turns out to be an essential step to generate manageable BDD representations for the resulting labelled transition system (LTS). The final step towards an explicit model is the application of our novel symbolic branching bisimulation algorithm. Although bisimulation minimization techniques are known to be ineffective for standard model checking problems such as checking of invariant properties [4], in our context, we see it as the central step in compressing LTS models generated from StateMate to the kernel relevant for quantitative analysis: The branching equivalence quotient contains precisely the required information.

The stochastic part is not the main topic of this paper, but will be described briefly in Section 3. In principal, an interactive Markov chain (IMC) is generated from the branching bisimulation quotient. The stochastic distributions of the failures are then integrated using a compositional approach, resulting in a continuous time Markov decision process (CTMPD). For this CTMPD a quantitative analysis can be performed using stochastic model checking techniques. Please note that the stochastic part is future work and is not described in detail in this paper but will be published in upcoming publications.
Fig. 1. Proposed tool flow for quantitative analysis of complex safety-critical systems.

The paper is structured as follows. Related work is discussed in Section 2. In Section 3 we describe the complete concept for a high-level quantitative analysis and the partial contribution of this paper to this concept. In Section 4 the compilation of StateMate descriptions together with failure ingredients into an LTS is described. Then, Section 5 covers our symbolic branching bisimulation. Our approach is extensively evaluated in Section 6. Finally, the paper concludes with Section 7. Details about the examples used for the evaluation of our approach are described in the appendix.

2 Related Work

With the advent of statechart-based languages like StateMate [3] it became possible to model large complex systems, preserving structural and functional views of the intended design under clear semantics. For non-stochastic domains there already exist verification frameworks, e.g. [5]. On the modeling side they have been extended to include failure modes attached to the model, and also on the analysis side parameterized verification algorithms have been developed to identify failure causes and consequences to allow, e.g., an automatic derivation of fault trees [6–9]. However, integrating stochastic events in a semantically sound manner is still a challenge. Several approaches exist, see [10] for an overview. Nevertheless, a link to affective stochastic verification tools has not been established so far.

One of our core steps is the application of branching bisimulation which was introduced in [11]. The basic algorithm was developed by Groote and van Draager in [12]. Although there exists a lot of work regarding symbolic strong bisimulation, e.g., [13, 14], mostly focusing on process algebras, no literature can be found on BDD-based implementations for branching bisimulation. The work of Bouali et al. [13] mentions very shortly an extension of their approach
to branching bisimulation, but no details or even experiments are presented. A novel approach using a signature-based fixpoint algorithm was presented by Blom and Orzan in [15] for distributed computation of a quotient given an explicit state space representation. We analytically compared the two approaches of Groote/Vandraager and Blom/Orzan and found that the latter can be used as a basis for a symbolic, i.e., BDD-based, implementation. First results have shown that the symbolic approach is able to overcome limitations of explicit algorithms [16]. We extend these results and demonstrate that a symbolic approach adapted to the specific problem structure can be applied very successfully.

Research for quantitative system analysis has seen tremendous progress in the last decade resulting in publicly available tools, e.g., ETMCC [17], PRISM [18], BcCMin, [19], and CASPA [20]. But all of them are effectively bound to explicit state space representations. Even PRISM that incorporates clever symbolic data structures is finally limited to explicit domains, since the underlying numerical analysis must store explicit state informations [21]. Hence, the advantages of symbolic data structures are foiled. Accepting the fact, that quantitative analysis tools are bound to explicit state space representations, leads to the understanding that symbolic branching bisimulation is a mandatory step towards quantitative analysis of large systems.

3 Context

We are aiming at enabling quantitative failure analysis of real, industrial-size verification models. The cornerstones of the overall approach we pursue are as follows: (1) High-level models are generated from STATEMATE system descriptions. (2) After property preserving aggregations the resulting models are (3) enriched with stochastic timed quantities representing external delays – in particular, but not exclusively, component time-to-failure distributions. They are (4) analyzed via stochastic model checking with tools such as ETMCC [22] or PRISM [18]. In its full generality this approach generalizes both ordinary model checking-based verification and quantitative system analysis with fault trees and similar techniques practiced in industry in one modelling framework. First experiments with this approach have shown principal feasibility [23,19], but have also identified the main bottleneck in this 4-step modeling and analysis trajectory: Prior to stochastic model analysis, aggressive aggregation steps are required, which compress the model under consideration to the bare minimum of details needed for the stochastic analysis (see step (2) above). The reason is that state-of-the-art stochastic model checking relies on approximate solution algorithms for systems of linear equations or inequations [24–26]. These algorithms, even if implemented in a symbolic or semi-symbolic setting [21] are restricted to model sizes in the range of $10^5$ to $10^6$ states.

To provide such aggressive aggregations we are applying the concept of branching bisimilarity. Although it has been reported that (strong) bisimulation minimization is ineffective for standard model checking problems such as checking of invariant properties [4], we see it as a central step in compressing LTS models
generated from Statemate, since the branching equivalence quotient contains precisely the information required in our approach. This is due to the fact that branching bisimulation preserves CTL without Next-state operator [27]. As evident from the experiments in Section 6, building the branching bisimulation quotient with our novel algorithm allows us to accomplish the above step (2): we manage to compress the model to the required range, thereby preserving all interesting model properties. In particular nested timed reachability properties like “The probability of reaching a state within 2 minutes from where it is always possible to survive a catastrophic failure for at least 20 minutes is greater than $p$” are preserved. These properties, known as survivability, are of prime interest for safety-critical systems.

The overarching model for our tool chain is the model of interactive Markov chains (IMC), which contains ordinary LTS and ordinary Markov chains (in continuous time) as fragments. Therefore, building the quotient of an LTS with respect to branching equivalence is assured to preserve properties of an appropriate CTL-like logic on IMC, that is, a conservative integration of CSL-X [25] on Markov chains, and PCTL-X on Markov decision processes [24]. In particular, nested timed reachability properties like “The probability of reaching a state within 2 minutes from where it is always possible to survive a catastrophic failure for at least 20 minutes is greater than $p$” are preserved.

Finally, the IMC and the failure distributions are combined in a compositional way (see [23]) and results in a continuous-time Markov decision process for which stochastic model checking can be applied, e.g., to check survivability properties. More details on how to model check such properties can be found in [19].

4 Model Construction

In this section we describe the compilation of Statemate designs together with a specification of failure occurrences into a labelled transition system (LTS). Additionally, we describe reduction mechanisms to get manageable BDD representations of the corresponding LTS.

4.1 Compilation

The upper left part of Figure 1 shows the principal translation and analysis steps necessary to successfully perform the reduction. The main ingredients of the problem specification are, first, a Statemate model specifying the nominal behaviour of the system, second, a number of failures, that are injected, leading to a model encompassing also the disfunctional behaviour and, third, a specification of safety critical states. The rationale for keeping the failures separate from the model is already described in [9]. From an analysis point of view it is important to keep order and branching of failures untouched in all of the following transformation steps. This is due to the need of extracting failure sequences for backtranslation in a post-analysis step, since the real system underlies some inherent timing behavior. In the first step of the compilation the
STATEMATE model is translated into a simple intermediate language by replacing graphical items of the specification language by state variables, replacing structured data types by simple ones, and discretizing continuous variables (see [28] for details). The generated intermediate model is intended to represent the nominal behaviour. It can be viewed as a LTS \(M = (S, A, T)\) where \(S\) is a finite set of states, \(A\) a finite set of actions including the unobservable action \(\tau\) and \(T \subseteq S \times A \times S\) is a set of transitions. Please note that the \(\tau\)-action will play a crucial role in our approach, since it is used for abstracting the nominal behavior of the system.

4.2 Failure injection

In a second step we are injecting failure behavior in our model by an instantiation of elements of a failure library. The behaviour associated with these elements is parameterized so that, e.g., \(delay\) failures have a parameter indicating the (maximal) delay introduced with the particular instance of the failure. The concrete values of these parameters are specified during instantiation. Please note that we don’t actually specify the behaviour of the injected failures here, since it is sufficient to know that the system extended with a set of failures \(F\) “includes” the original system in the following sense: A labeled transition system \(M' = (S, A', T')\) is called an \(F\)-extension of \(M = (S, A, T)\) iff \(A' = A \cup F\), \(T' \supseteq T\), and \(\forall s \in S. \forall f \in F. \exists s' \in S : (s, f, s') \in T'\). It should be noted that failures can occur at any time according to this definition, the rationale being that the occurrence of failures has not been taken into account during model construction and therefore we may not exclude some occurrences of failures a priori.

4.3 Safety-critical states

After introducing the failure behavior, we are now able to identify safety-critical states, i.e., states where catastrophic failures occur according to the safety requirements. This can be used as a problem-specific initial partition of the state space into non-critical and critical states, and will be used as a starting point for our branching bisimulation algorithm described in Section 5.

4.4 Cone-of-influence reduction and introduction of \(\tau\)-actions

The specification of safety-critical states can also be used for strong reductions on the size of the model by performing a cone-of-influence reduction (COI) w.r.t. these states [29]. Whereas on the symbolic representation of the model the reduction is achieved by eliminating variables, on the transition system the reduction amounts to collapsing a huge number of paths. Being a standard technique in model checking, this step may look somewhat unusual in the context of the quotient construction outlined in Section 5. However, since we are only interested in the contribution of failures to (the reachability of) safety-critical states, this step is consistent. Our experiments show that COI reduction
opens the gates for handling large designs and additionally is leading to small models. A further reduction on the symbolic representation is obtained by replacing all non-failure actions, i.e., labels not in \( F \), by the unique \( \tau \) action. The resulting transition system together with the initial partition is then passed to the symbolic branching bisimulation algorithm being described in the next section.

4.5 BDD generation of LTS

After the reductions steps the reduced model is translated into a model with binary values only. The result is a BLIF-MV file suitable for the VIS model checker [30]. It is used to flatten the hierachy of the design and to transform the net-list-like input format into a relational presentation of the transition relation. The generation of the monolithic transition relation, that must be provided to the symbolic branching bisimulation algorithm, is improved by using a partitioned transition relation [31] for optimization techniques like variable quantification, since many of these BDDs depend only on some of the model variables. All this steps are performed using VIS. At the end we have a symbolic BDD-representation of our LTS.

5 Symbolic Branching Bisimulation

In this section we describe the implementation of our branching bisimulation algorithm that works uniformly with BDDs. We assume that the reader is familiar with standard BDDs and the corresponding algorithms. For a comprehensive treatment see e.g. [32].

5.1 Basic algorithm

To shorten writing we introduce some notations. For a labeled transition system \( M = (S, A, T) \) and a partition \( P \) of \( S \) we write: \( s \xrightarrow{a} t \) for \((s, a, t) \in T\), \( \xrightarrow{P} \) for the reflexive transitive closure of \( \xrightarrow{a} \), \( \xrightarrow{P} \) for a transition that is inert w.r.t. \( P \), and \( \xrightarrow{P} \) for the reflexive transitive closure of \( \xrightarrow{a} \). Inert means that the source and target state of a transition are contained in the same block. By \( P(s) \) we denote the block of \( P \) that contains the state \( s \), i.e. \( P(s) = \{ t \in S \mid \exists B \in P : s \in B \land t \in B \} \). A branching bisimulation according to [33] is defined as follows.

**Definition 1.** Given a LTS \( M = (S, A, T) \). Then, a relation \( R \subseteq S \times S \) is a branching bisimulation if \( R \) is symmetric and for all \( s_1, s_2, t_1 \in S \) the following holds: If \((s_1, t_1) \in R \) and \( s_1 \xrightarrow{a} s_2 \) then

*either* \( a = \tau \) and \((s_2, t_1) \in R \)

*or* \( \exists t'_1, t_2 \in S : t_1 \xrightarrow{a} t'_1 \xrightarrow{a} t_2 \land (s_1, t'_1) \in R \land (s_2, t_2) \in R \)
Algorithm 1 Computation of the coarsest branching bisimulation

1: procedure BRANCHING_BISIMULATION
2: \( P_{\text{old}} \leftarrow \emptyset, P \leftarrow \text{initial partition} \)
3: while \( P_{\text{old}} \neq P \) do
4: \( P_{\text{old}} \leftarrow P \)
5: for all blocks \( B \) of \( P_{\text{old}} \) do
6: \( P \leftarrow P \setminus \{B\} \cup \text{sigref}(B) \)
7: end for
8: end while
9: return \( P \)
10: end procedure

In [15], Blom and Orzan presented a novel approach for the distributed computation of branching bisimulation. Their algorithm is based on analyzing the signatures of states w.r.t. to the current partition. The signature of a state is like a fingerprint identifying possible actions that can be executed in this state. To preserve branching bisimilarity, the unobservable action \( \tau \) must be taken into account by ignoring sequences of \( \tau \)-actions that never leave the corresponding partition block of the state. Then, a refinement of a partition can be computed by dividing blocks by identifying states that have the same signature. Formally, this is captured in the following definition.

**Definition 2.** Let \( P = \{B_0, \ldots, B_{p-1}\} \) be a partition of the state space \( S \). The signature \( \text{sig}_P(s) \) of a state \( s \) regarding the partition \( P \) is defined as

\[
\text{sig}_P(s) = \{ (a, B_i) \mid \exists s', s'' \in S : s \xrightarrow{\tau} s' \xrightarrow{a} s'' \in B_i \land (a \neq \tau \lor s \not\in B_i) \}.
\]

The refinement \( \text{sigref}(P) \) of a partition \( P \) regarding the signatures of the states is defined as

\[
\text{sigref}(P) = \{ s' \in S \mid \text{sig}_P(s) = \text{sig}_P(s') \mid s \in S \}.
\]

The fixpoint algorithm of [15] is sketched in Algorithm 1. But in contrast to the original algorithm of Blom and Orzan, we had to modify the algorithm such that we can start with an initial partition, as already mentioned in Section 4, for separating critical and non-critical states. This is not a restriction, but a useful extension of the algorithm, since we are now able to initially partition the state space according to the analysis problem. Additionally, we have integrated a simple, but efficient optimization technique that was not applied in [15]. The idea is to handle not all blocks together, but to take one block at a time. For this block the signature refinement is computed and the corresponding result is updated in situ in the current partition. This block forwarding technique results in impressive speedups within our experiments due to the reduced number of iterations of the fixpoint algorithm (see section 6.1 for details).

Now we will turn to symbolic representations of LTSs and how we can compute the branching bisimulation quotient on the BDD-level.
Algorithm 2 Computation of the Signatures

1: procedure SIGNATURES(states s, transitions T, partition P)
2: \( T_{\text{inert}}(s,t) = (\sigma(s) \land (s,a,t)) \land \text{Cofactor}(a = \tau) \)
3: \( \text{reltrans}(s,a,t) \leftarrow \sigma(s) \land T(s,a,t) \land \neg T_{\text{inert}}(s,t) \)
4: \( \text{targets}(s,a,k) \leftarrow \exists t : (\text{reltrans}(s,a,t) \land P(t,k)) \)
5: \( C_{\tau}(s,t) \leftarrow \text{computeClosure}(T_{\text{inert}}) \)
6: \( S(s,a,k) \leftarrow \exists t : (C_{\tau}(s,t) \land \text{targets}(t,a,k)) \)
7: return S
8: end procedure

5.2 BDD representations

We have to represent the state space \( S \), the transition relation \( T \), the partition \( P \), and the signatures \( \text{sig} \) as BDDs. Regarding the BDD for the partition we assign a unique number to each block and use a binary encoding for the states\(^5\), the actions (variables \( a \)) and the block numbers (variables \( k \)). Then, the state space is encoded by a BDD \( \sigma \) such that \( \sigma(s) = 1 \) iff \( s \in S \). Analogically, the transitions relation is represented as a BDD \( T \) with \( T(s,a,t) = 1 \) iff \( s \xrightarrow{a} t \). For the partition we have a BDD \( P \) with \( P(s,k) = 1 \) iff \( s \in B_k \), and for the signatures we get a BDD \( S \) with \( S(s,a,k) = 1 \) iff \( (a,B_k) \in \text{sig}(s) \).

Signature Computation. The algorithm for the symbolic computation of the signatures for a set of states regarding a partition \( P \) is shown in Algorithm 2. In lines 2 and 3 the transition relation is split into inert \( \tau \)-transitions \( (T_{\text{inert}}) \) and the remaining ones \( (\text{reltrans}) \). Thus, \( \text{reltrans} \) contains all transitions that satisfy the condition \( a \neq \tau \) or connect two different blocks of the current partition. Next, the target state of the transition is substituted by its block number (line 4). All those states must be taken into account that have an outgoing relevant transition by arbitrarily many inert \( \tau \)-transitions. For this, in line 5, the reflexive transitive closure of inert \( \tau \)-transitions must be computed (e.g., using [34]). Finally, the states of the closure are added to the signatures.

5.3 Refinement

Given the BDD for the signatures of all states, we will now compute a new partition where all states with the same signature are merged into one block. To do so, we are placing the \( s_i \)-variables at the beginning of the variable order of the BDDs. Then, \( \text{level}(s_i) < \text{level}(a_j) \) and \( \text{level}(s_i) < \text{level}(k_l) \) hold for all \( i, j \) and \( l \). This enables us to exploit the following observation. Let \( s \) be the encoding of a state and \( v \) the BDD node that is reached when following the path from the BDD root according to \( s \). Then, the sub-BDD at \( v \) is a representation of the signature of \( s \). The point is, that for all states having the same signature as \( s \) the corresponding paths lead also to this BDD-node \( v \). Therefore, to get the

\(^5\) Variables \( s, t, \) and \( x \) are used as current state, next state, and auxiliary variables.
Algorithm 3 Computation of the Refined Partition

1: `procedure` `Refine` (signatures `S`)
2:    if `S` ∈ `ComputedTable` then return `ComputedTable[S]`
3:    end if
4:    `x` ← `topVar`(S)
5:    if `x` = `s` then
6:        `low` ← `Refine`(S_{\bar{x}})
7:        `high` ← `Refine`(S_x)
8:        `result` ← `ITE`(x, high, low)
9:    else
10:       `result` ← newBlockNumber()
11:    end if
12:    `ComputedTable[S]` ← `result`;
13: return `result`
14: `end procedure`

new block that contains `s` and all other states having the same signature as `s`,
we simply have to replace the sub-BDD at `v` by the BDD for the encoding of
the new block number `k`. Algorithm 3 sketches the description above. It makes
use of a function `newBlockNumber` that returns the BDD-encoding of a number
that has not been already used within this iteration. The corresponding internal
counter is reset each time we call `Refine`. When the node is not labeled with a
state variable `s_i`, the sub-BDD at this node represents a signature that we have to
substitute with a new block number. Otherwise, when the node is labeled with
a state variable we call the algorithm recursively for the two sons of that node.
Furthermore, the algorithm relies on a dynamic programming approach using
a so-called `ComputedTable` to prevent redundant computations.

5.4 Quotient LTS extraction

In the end, we only have to extract the quotient LTS from the final partition.
For this, let `P` be a partition – represented as described above as a BDD – with
sigref(`P`) = `P`. To extract the quotient systems regarding this partition, we have
to collapse the states of each block into one new state whose encoding is the
same as the block number:

\[ \sigma_{\text{new}}(s) := [k \rightarrow s](\exists s : P(s,k)) \]

The new transition relation can be computed as follows:

\[ R(s, a, t) := [k \rightarrow t](\exists t : T(s, a, t) \land P(t,k)) \]
\[ T_{\text{new}}(s, a, t) := [k \rightarrow s](\exists s : R(s, a, t) \land P(s,k)) \]

The notation `[k \rightarrow t]` means that the `k`-variables must be renamed to the corre-
ponding `t`-variables.
6 Experimental Results

In this section we present and discuss our experimental results that we have performed first for process algebraic system descriptions as a pre-evaluation, and secondly for safety-critical STATEMATE designs.

6.1 Evaluation of Symbolic Branching Bisimulation

To check the efficiency of our symbolic branching bisimulation we performed preliminary experiments on a process algebraic description for a Kanban system [35] that models a production environment having buffers for a parameterizable number of workpieces at each machine. To generate symbolic BDD-representations we have applied CASPA [20]. We performed two series of experiments with two different configurations of the Kanban system. In the first configuration we have hidden all internal process actions, such that only the synchronization actions were visible. This kind of configuration could be of interest when inter-process communication only is analyzed. In the second configuration we have hidden all actions but the actions that are related to the first of the four processes. The motivation for this configuration is that one only wants to analyze the first process and likes to ignore the others. More details about the Kanban example can be found in Appendix A.

Since we are not aware of any existing symbolic branching bisimulation tool, we compared our symbolic branching bisimulation tool Sigref against BccMin [19] from the CADP toolbox [36]. BccMin provides the explicit Groote-Vaandrager algorithm. Since BccMin requires as input an explicit description of the transition system, we had to generate a file containing all transitions explicitly (in the .bcg format).

Tables 1 and 2 show the results for each configuration. In both tables, column 1 denotes the number of workpieces along which the Kanban description can be parameterized. The second column gives the original number of states encoded in the LTS generated from CASPA. As it is shown in column 3, the state space contains also unreachable states. Although the number of states is already impressive, the corresponding number of transitions is even always one order of magnitude bigger. The size of the bisimulation quotient is given in the last two columns. It becomes clear that these models exhibit a large amount of compression potential regarding branching bisimilarity. In the middle of Table 1 the performance values of BccMin and Sigref are given in terms of memory consumption and CPU runtime. For instances having more than 20 million states, BccMin fails although the bisimulation quotient itself is very small. Clearly, the reason is that BccMin cannot handle the original LTS explicitly.

---

6 The experiments were performed on an AMD Dual Opteron Processor with 2.6GHz and a main memory limit of 3 GB under Debian Linux.

7 Unreachable states are a typical artifact immanent to symbolic encodings, but inconvenient in explicit domains.
### Table 1.

<table>
<thead>
<tr>
<th>P</th>
<th>states</th>
<th>transitions</th>
<th>$\Sigma_{\text{ref}}$</th>
<th>$B_{\text{GMM}}$</th>
<th>bisim. quotient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all reachable</td>
<td>all reachable</td>
<td>BDD peak</td>
<td>memory</td>
<td>time</td>
</tr>
<tr>
<td>1</td>
<td>256</td>
<td>160</td>
<td>904</td>
<td>616</td>
<td>16352</td>
</tr>
<tr>
<td>2</td>
<td>63808</td>
<td>4600</td>
<td>231424</td>
<td>28120</td>
<td>435372</td>
</tr>
<tr>
<td>3</td>
<td>$1.02 \cdot 10^6$</td>
<td>58400</td>
<td>$4.65 \cdot 10^9$</td>
<td>$446400$</td>
<td>2212630</td>
</tr>
<tr>
<td>4</td>
<td>$1.60 \cdot 10^7$</td>
<td>454475</td>
<td>$7.44 \cdot 10^7$</td>
<td>$3.98 \cdot 10^9$</td>
<td>2313808</td>
</tr>
<tr>
<td>5</td>
<td>$1.68 \cdot 10^7$</td>
<td>$2.54 \cdot 10^9$</td>
<td>$1.33 \cdot 10^7$</td>
<td>$2.44 \cdot 10^7$</td>
<td>2483460</td>
</tr>
<tr>
<td>6</td>
<td>$2.64 \cdot 10^9$</td>
<td>1.12</td>
<td>$1.68 \cdot 10^9$</td>
<td>$1.15 \cdot 10^6$</td>
<td>2704212</td>
</tr>
<tr>
<td>7</td>
<td>$2.68 \cdot 10^9$</td>
<td>4.16</td>
<td>$4.61 \cdot 10^7$</td>
<td>$4.50 \cdot 10^6$</td>
<td>5037438</td>
</tr>
<tr>
<td>8</td>
<td>$4.22 \cdot 10^9$</td>
<td>1.33</td>
<td>$1.30 \cdot 10^9$</td>
<td>$1.50 \cdot 10^9$</td>
<td>11281858</td>
</tr>
</tbody>
</table>

### Table 2.

<table>
<thead>
<tr>
<th>P</th>
<th>states</th>
<th>transitions</th>
<th>$\Sigma_{\text{ref}}$</th>
<th>$B_{\text{GMM}}$</th>
<th>bisim. quotient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all reachable</td>
<td>all reachable</td>
<td>BDD peak</td>
<td>memory</td>
<td>time</td>
</tr>
<tr>
<td>1</td>
<td>256</td>
<td>40</td>
<td>916</td>
<td>117</td>
<td>19418</td>
</tr>
<tr>
<td>2</td>
<td>63808</td>
<td>4600</td>
<td>234496</td>
<td>2136</td>
<td>308644</td>
</tr>
<tr>
<td>3</td>
<td>$1.02 \cdot 10^6$</td>
<td>2920</td>
<td>$4.72 \cdot 10^6$</td>
<td>$16940$</td>
<td>1897854</td>
</tr>
<tr>
<td>4</td>
<td>$1.60 \cdot 10^7$</td>
<td>12985</td>
<td>$7.56 \cdot 10^7$</td>
<td>$86220$</td>
<td>2249422</td>
</tr>
<tr>
<td>5</td>
<td>$1.68 \cdot 10^7$</td>
<td>45472</td>
<td>$1.36 \cdot 10^9$</td>
<td>$330897$</td>
<td>2392502</td>
</tr>
<tr>
<td>6</td>
<td>$2.64 \cdot 10^9$</td>
<td>134064</td>
<td>$1.72 \cdot 10^7$</td>
<td>$1.04 \cdot 10^9$</td>
<td>256132</td>
</tr>
<tr>
<td>7</td>
<td>$2.68 \cdot 10^9$</td>
<td>347040</td>
<td>$2.65 \cdot 10^7$</td>
<td>$2.84 \cdot 10^9$</td>
<td>4752300</td>
</tr>
<tr>
<td>8</td>
<td>$4.22 \cdot 10^9$</td>
<td>811305</td>
<td>$2.95 \cdot 10^9$</td>
<td>$6.90 \cdot 10^9$</td>
<td>7823410</td>
</tr>
</tbody>
</table>

Results for the Kanban system where all but the actions related to the first process are hidden.
<table>
<thead>
<tr>
<th>p</th>
<th>without block forwarding # iterations</th>
<th>time [s]</th>
<th>with block forwarding # iterations</th>
<th>time [s]</th>
<th>factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>0.02</td>
<td>4</td>
<td>0.02</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>0.57</td>
<td>6</td>
<td>0.58</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>17.14</td>
<td>7</td>
<td>11.20</td>
<td>1.53</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>181.33</td>
<td>8</td>
<td>98.02</td>
<td>1.85</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>1243.29</td>
<td>8</td>
<td>555.04</td>
<td>2.24</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>6811.16</td>
<td>8</td>
<td>2423.90</td>
<td>2.81</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
<td>34925.16</td>
<td>10</td>
<td>17375.70</td>
<td>2.01</td>
</tr>
<tr>
<td>8</td>
<td>26</td>
<td>137186.60</td>
<td>10</td>
<td>43140.44</td>
<td>3.18</td>
</tr>
</tbody>
</table>

Table 3. Comparison of Sigref with and without block forwarding for the first Kanban configuration where all but process internal actions are hidden.

But it is interesting to see that our symbolic tool Sigref handles instances of up to 4 billion states and nearly 30 billion transitions. In particular the memory consumption of Sigref is very robust: for the largest instance we have a BDD peak node of about 11 million, and for all others it is less than 8 million.

Tables 3 and 4 give details about the performance of our block forwarding optimization as described in Section 5.1. In columns 2 and 4 the number of iterations of the fixpoint algorithm for branching bisimulation are given having block forwarding disabled and enabled, respectively. Columns 3 and 5 give the corresponding overall CPU runtimes. The speedup factor is given in the last column. For the second Kanban configuration (Table 4) disabling block forwarding is always better. But for the real time consuming instances, i.e., \( p \geq 5 \), enabling block forwarding is only 20-30% worse, especially for \( p = 8 \) we only lose 12%. The picture is different for the first Kanban configuration (Table 3). There, block forwarding always yields a tremendous speedup. For the larger instances \( p \geq 5 \) the speedup factor ranges from 2.01 to 3.18. Especially for \( p = 8 \), Sigref having block forwarding enabled is more than three times faster. Putting the results of Tables 3 and 4 together, it is clear that block forwarding should be enabled.

### 6.2 Evaluation for safety-critical StateMate designs

Due to the promising results from the experiments of Section 6.1, we continued to further validate our approach for StateMate designs that focus on typical safety-critical domains, e.g., train systems and avionics.

**Benchmarks.** We have developed novel models stemming from the European Train Control System (ETCS) specification: ETCS-1, ETCS-2, ETCS-3. These benchmarks model a scenario regarding the communication between trains and the Radio Block Centers (RBCs) (see [37] for details about the ETCS specification which is part of the ERTMS project). The analysis tackles the problem of colliding trains on the same track. The example is scalable regarding the number
Table 4. Comparison of S\textsuperscript{\textsc{bt}} with and without block forwarding for the second Kanban configuration where all actions but the actions related to the first process are hidden.

<table>
<thead>
<tr>
<th>p</th>
<th>without block forwarding</th>
<th>with block forwarding</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># iterations</td>
<td>time [s]</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.31</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>4.18</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>52.15</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>507.31</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>3843.31</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>26742.47</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>148872.57</td>
</tr>
</tbody>
</table>

of trains whereby we used 1, 2, and 3 trains. Especially ETCS-3 samples a scenario of realistic size. From the ARP 4761 case study [38] we have taken two benchmarks (BS-S,BS-P) that model a braking system from an airplane. They are about the correct functioning between the pilot’s braking pedal and the hydraulic pressure given to the wheels of the airplane. The benchmarks CTRL and CTRL-A are derived from a redundancy controller that is taken from another industrial avionics project. All, but the CTRL, benchmarks are made publicly available via our website [39] by providing the \textsc{StateMate} working areas, the intermediate BLIF-MV files, and XML descriptions of the BDDs for the original LTS and its bisimulation quotient. More details about the ETCS and the braking system example can be found in Appendix B and C.

Evaluation. In Tables 5 and 6 we have compared the generated LTSs regarding the failure-driven cone-of-influence reduction as described in Section 4.\textsuperscript{8} Column 1 denotes the benchmark. Column 2 (3) refer to all (reachable) states, and column 4 (5) refer to all (reachable) transitions\textsuperscript{9}. Because \(\tau\)-actions play a crucial role for branching bisimulation, they are listed in columns 6 and 7, respectively. The tables indicate that typically the number of failure (i.e. non-\(\tau\)) transitions strongly exceeds the number of \(\tau\)-transitions. This is due to the failure injection mechanism that introduces for each nominal (i.e. \(\tau\)) action a number of failure actions proportional to the number of failures. The results clearly show that COI reduction reduces the generated state spaces immense, and for the two largest instances, ETCS-3 and CTRL-A, we were not even able to generate the LTSs without COI within 48 hours CPU running time.

Finally, Table 7 contains the results for the whole proposed tool flow, including COI reduction, LTS generation, and symbolic branching bisimulation. At first, we have applied our tool Sm\textsubscript{2}Lts that generates a BDD-based LTS representation out of a \textsc{StateMate} description together with the failure modes according to Section 4. Sm\textsubscript{2}Lts is built upon the VIS verification framework [30]. Please note

\textsuperscript{8} The experiments of Table 5, 6, and 7 were performed on a Sun-Fire-V490 running Solaris 5.10 with a main memory limit set to 4GB.

\textsuperscript{9} A transition is reachable if it emanates from a reachable state.
that our proposed COI reduction is also performed by Sm2Lts. Secondly, we applied Sigref for further minimization. Therefore, the two three-fold columns in Table 7 give details about the performance of Sm2Lts and Sigref, respectively. For both tools we recorded the peak number of BDD nodes, upper bounds for memory consumption, and CPU running times.\(^\text{10}\) The last two columns show the size of the corresponding bisimulation quotient.

The overall results for the size of the branching bisimulation quotient show that we are able to minimize the systems up to a factor of \(2 \cdot 10^{12}\) for ETCS-3. Most important is, however, that the resulting state spaces for all examples lie in the range that can be handled by explicit tools.

Sm2Lts has a very good performance and is finishing in all cases within some minutes. The memory requirements of Sm2Lts generally seem to be harmless, although for CTRL-A we had to spend 2GB. But the results show that the computational complexity lies in computing the branching bisimulation. However, Sigref terminates for all but CTRL-A with a reasonable memory consumption. The time required by Sigref ranges from seconds to several hours. Unfortunately, we fail on the CTRL-A example, but this also shows that our examples are definitely non-trivial. But even the long runtimes for the large ETCS-3 example are acceptable, if we recall the tremendous state space reduction. Especially, ETCS-2, ETCS-3, BS-P, and CTRL are far out of scope for explicit bisimulation tools.

\(^\text{10}\) These numbers refer to the translation from BLIF-MV to LTS using VIS.
### Table 7. Results for LTS generation from StateMate using cone-of-influence reduction and subsequent branching minimization.

| Model | Sm2Lts | | | SigScc | | | bisim. quotient |
|-------|--------|--------|--------|--------|--------|--------|
|       | BDD peak memory | time | BDD peak memory | time | states | transitions |
| ETCS-1 | 15330 <64 MB | 0.8s | 181916 <64 MB | 0.3s | 88 | 799 |
| ETCS-2 | 183960 <64 MB | 13.2s | 2.22 · 10^10 <512 MB | 4m 3s | 1311 | 48830 |
| ETCS-3 | 566188 <128 MB | 22.2s | 1.15 · 10^9 <2 GB | 14h 7m 3s | 35841 | 3.13 · 10^5 |
| BS-S | 3066 <64 MB | 0.2s | 22484 <64 MB | 0.1s | 6 | 29 |
| BS-P | 134904 <64 MB | 8.4s | 7.64 · 10^7 <2 GB | 47m 29s | 1176 | 42812 |
| CTRL | 1.33 · 10^6 <128 MB | 6m 11s | 2.73 · 10^9 <1 GB | 1h 21m 5s | 9626 | 65329 |
| CTRL-A | 1.27 · 10^11 <2 GB 5m 40s | — | memout | — | — | — |

As a conclusion, the results are very promising and clearly show the feasibility of our approach.

### 7 Conclusions

In this work we have presented a method to “shrink-fit” extremely large safety-critical systems to a size that makes them feasible for quantitative analysis. Our approach is based on an efficient compilation of StateMate designs and corresponding failures into a BDD-based LTS representation which is further processed using symbolic branching bisimulation. We have performed various experiments showing that we are able to reduce systems of several billion states to small models, thereby preserving relevant system characteristics which are mandatory for a subsequent quantitative analysis.

Future work will further concentrate on implementing the remaining stochastic parts to complete the big picture.
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A Kanban

For generating symbolic LTS representations, we have applied the stochastic process algebra tool CASPA (see [20]) from which we extracted symbolic, i.e. BDD, representations for a Kanban system [35]. The process algebraic description of the Kanban system consists of four parallel processes that are synchronized among each other. The system itself can be parameterized by a maximum number of workpieces that each process can handle.

We performed two series of experiments with two different configurations of the Kanban system. In the first configuration we have hidden all internal process actions, such that only the synchronization actions were visible. This kind of configuration could be of interest when inter-process communication only is analyzed. In the second configuration we have hidden all actions but the actions that are related to the first of the four processes. The motivation for this configuration is that one only wants to analyze the first process and likes to ignore the others.

The input files for both configurations are given in Figures 2 and 3. Please note that the variable \( ini \) denotes the number of workpieces along which the

\[
\begin{align*}
\text{int } ini &= 6; \\
\text{kanban} &:= \text{(hide tredo1, tok1, thack1, tredo2, tok2, thack2,} \text{tok1, thack2, tredo3, tredo4, tok4, thack4 in} \\
&(k1(ini,0,0,0) || [tsync1_23]) \\
&\quad (k2(ini,0,0) || [tsync1_23, tsync23_4]) \\
&\quad (k3(ini,0,0)) || [tsync23_4]) \\
&\quad (k4(ini,0,0,0));
\end{align*}
\]

Fig. 2. CASPA input for the first configuration of the Kanban system.
int ini = 6;

kanban := (hide tredo2, tok2, tback2, tok3, tback3, tredo3, 
tredo4, tok4, tback4, tsync23_4 in 
  (k1(ini,0,0,0) || [tsync1_23]| 
  (k2(ini,0,0,0) || [tsync1_23,tsync23_4] | 
  k3(ini,0,0,0))) || [tsync23_4]| 
  k4(ini,0,0,0))
)

k1(a [ini],x [ini],y [ini],z [ini]) := [a>0] -> (in1,1) ; k1(a-1,x+1,y,z) 
  [x>0] -> (tredo1,1) ; k1(a,x-1,y+1,2) 
  [x>0] -> (tok1,1) ; k1(a,x-1,y,z+1) 
  [y>0] -> (tback1,1) ; k1(a,x+1,y-1,z) 
  [z>0] -> (tsync1_23,1) ; k1(a+1,x,y,z-1)

k2(w [ini],x [ini],y [ini],z [ini]) := [w>0] -> (tsync1_23,1) ; k2(w-1,x+1,y,z) 
  [x>0] -> (tredo2,1) ; k2(w,x-1,y+1,2) 
  [x>0] -> (tok2,1) ; k2(w,x-1,y,z+1) 
  [y>0] -> (tback2,1) ; k2(w,x+1,y-1,z) 
  [z>0] -> (tsync23_4,1) ; k2(w+1,x,y,z-1)

k3(w [ini],x [ini],y [ini],z [ini]) := [w>0] -> (tsync1_23,1) ; k3(w-1,x+1,y,z) 
  [x>0] -> (tredo3,1) ; k3(w,x-1,y+1,2) 
  [x>0] -> (tok3,1) ; k3(w,x-1,y,z+1) 
  [y>0] -> (tback3,1) ; k3(w,x+1,y-1,z) 
  [z>0] -> (tsync23_4,1) ; k3(w+1,x,y,z-1)

k4(w [ini],x [ini],y [ini],z [ini]) := [w>0] -> (tsync23_4,1) ; k4(w-1,x+1,y,z) 
  [x>0] -> (tredo4,1) ; k4(w,x-1,y+1,2) 
  [x>0] -> (tok4,1) ; k4(w,x-1,y,z+1) 
  [y>0] -> (tback4,1) ; k4(w,x+1,y-1,z) 
  [z>0] -> (tout4,1) ; k4(w+1,x,y,z-1)

Fig. 3. CASPA input for the second configuration of the Kanban system.

descriptions are parameterized. The main difference between both input files is 
the actions that are hidden (using the hide-operator).

B ETCS

B.1 Overview

This case study is based on the European Train Control System (ETCS) (see [37]). The model especially focuses on the issues arising from failures in the 
communication between trains and the RBC.

One of the main concerns during the construction of this model was scalability. 
The current implementation can handle arbitrary many trains. The instances 
of the model that have been analyzed within this work use one, two and three 
trains.

Architecture. Some simplification were necessary in order to arrive at a model 
that is suitable for our current tool chain. We only consider one track controlled 
by one Radio Block Center (RBC) and do not model the change of tracks of the 
trains as this would imply changes in the architecture.
An overview of the system architecture is given in Figure 4 where $n$ trains are moving on the track. Each train communicates with the RBC: the RBC is divided into $n$ local block, each block is responsible for the communication with one dedicated train.

The RBC operates as follows, it receives the current position of each moving train. To authorize a train to move on, it sends an authorization message. The idea is that the RBC only sends a moving authorization after it got the position from the previous train. Since a train is only allowed to send its new position if it is moving, each train can only move if the previous trains did already move before.

With the assumptions that a train can either move with full speed or doesn’t move at all and that the track the train is moving on is constant, the safety requirement becomes much simpler and no calculation of the exact train position is necessary. The train is safe as long as it only moves after receiving the authorization (as a MOVE-message) from the RBC and the RBC only sends a new authorization after it got a POSITION-message from the previous train.

This requirement is monitored by an observer that checks the right sequence of control-messages. Each RBC-block has its own observer that reports a failure to a main observer. These observers also control that the trains don’t stop if the track is free.

Several failure have been taken into account that can lead to faulty and unsafe behavior. For example the communication between the RBC and the trains can be lost.
B.2 Model Description.

Main Chart. The MAIN_CHART comprises the trains, a MAIN_OBSERVER, and an initializer, responsible for giving the first train on the track the authority to move on (see Figure 5). The initializer simply fires the FREE_PLACE event, if the condition WAIT_FREE_PLACE_FM from the environment is set. The MAIN_OBSERVER waits for the FAILURE event from a train. The only thing it has to do is to catch all failures from the trains and switch to its FAILURE state.

Structure of Trains. There is one activity chart for each train that is split into three parallel statecharts (see Figure 6). The first represents the RBC-communication for this train, the second the train itself, and the third the observer. Each activity chart gets an input MOVE_FROM_PRED\(^\text{11}\) from the activity chart of the train in front of it, and sends an output MOVE_TO_NEXT to the activity chart belonging to the train behind it. Furthermore every activity charts gets eight different conditions as input, representing the environmental behavior, which can not directly be influenced by the controller.

\(^{11}\) On the highest level these events are represented in variables named ORDER_\(n\_TO\_m\), with \(n, m \in \{1, 2, 3\}\) belonging to the number of the trains.
Fig. 6. Interface of a train.

**FREE_PLACE** This condition should be set, if there is a free place at the start of the track section.

**TRANS.SUCCEEDS** Will be set, if the transmission from the train to the RBC is successful.

**TRANS.FAILS** Will be set, if the transmission from the train to the RBC is not successful.

**ERROR.STARTS** Will be set, if an internal error inside the RBC occurs. The normal way to handle such an error is, to restart the RBC.

**ERROR.ENDS** Will be set, if an internal error inside the RBC is repaired (for example, if the RBC was restarted).

**CONN LOSS.STARTS** Will be set, if the connection between the RBC and the train is lost.

**CONN LOSS.ENDS** Will be set, if the connection between the RBC and the train is restored. It is assumed, that the RBC is in its idle state, when the connection is reestablished.

**BRAKE** Will be set, if the train did not receive a new moving authorization, for some time.

**REPORT** Will be set, when all necessary information for a new position report to the RBC is collected.
**RBC Communication.** Most of the environmental behavior influences the communication behavior between the train and the RBC (see Figure 7).

Normally the RBC part, responsible for the train, is idle (state IDLE). If it receives a position information from the train in front (event MOVE_FROM_PRED), it tries to transmit a moving authorization. Depending on the environmental behavior, this either fails, or succeeds (conditions TRANS_FAILS or TRANS_SUCCEEDS). The moving authorization will be submitted as an event (MOVE) to the parallel state which represents the train. If a train sends its position report to the RBC, an event (MOVE_TO_NEXT) is send to the next.

There are two types of errors, that can cause the communication to fail. If the condition ERROR_STARTS is set, no communication between the train and the RBC is possible, due to an internal error of the RBC. The same applies when the condition CONN_LOSS_STARTS is set, indicating a connection loss. The loss of connection has a higher priority, because it does not matter, whether the RBC works correctly or not, if there is no connection. To return into normal (connected) behavior, the conditions ERROR_ENDS or CONN_LOSS_ENDS have to be set.

**Train.** The train is divided in two parallel parts (see Figure 8) The first controls the moving of the train. After getting a MOVE event from the RBC communication part, the train is in the MOVING state until the BRAKE condition is set. After that the train waits in the BRAKING state until a new moving authorization is given. The second part controls the position reports. If the parallel chart is in state MOVING, a new position is reported (via the POSITION event). After that, the train has to wait in the state REPORT_SENT for a new REPORT event, which indicates that all necessary information for a new report are collected. Then it changes to the REPORT_READY state, from which it can send a new position report (provided that it is in the MOVING state).
Observer. The observer has two parallel states, one observing the correct sending of a moving authorization, and the other observing the correct sending of a position report (see Figure 9).

The moving authorization is observed by making sure, that the MOVE_FROM_PRED event is followed by the MOVE event. This is done by two exclusive states (WAIT_FROM_PRED and WAIT_FOR_MOVE). If one of the events is set without the other the chart switches to a failures state, and fires a FAILURE event to the MAIN OBSERVER. The position report is observed in a similar way. Here the events POSITION and MOVE_TO_NEXT have to occur alternating. If not the chart switches in a failure state again, and the FAILURE event is fired to the MAIN OBSERVER.

Scalability. Scalability in this case means chaining blocks in STATEMATE. Whenever a new block is added to the main activity chart, one just has to draw the 4 information flows and enter the corresponding variables on every information flow (three events and 1 "Channel.form_environment"). As the main observer is not generic, the variable from one block to this observer must be called FAILURE.
C Braking System

C.1 Model Description

The braking system is taken from the case study used in the ARP 4761 [38]. The job of the system is to provide hydraulic pressure to the wheels of the aircraft, whenever the pilot pushes the braking pedals. The auto-braking mode, where the pilot specifies a deceleration rate and the braking system computes the necessary braking commands itself, is not considered.

The system consists of three redundant hydraulic pressure lines, various valves and a computer called BSCU (Braking System Command Unit), which computes braking and anti-skid commands based on the pilot input. The structure of the system is shown in Figure 10. The inputs to the system are supplied by three external activities. POWER supplies electrical power needed by the BSCU via two redundant lines PWR_1 and PWR_2. Hydraulic pressure (HYDRAULIC) is supplied from three independent lines, the green or normal line (GREEN_PRESSURE_IN), the blue or alternate line (BLUE_PRESSURE_IN) and the emergency line (EMERGENCY_PRESSURE_IN). Note that this is a small difference to the original system given in the ARP, as the emergency pressure is supplied from inside the system there. The remaining inputs are given by the PILOT. These are the braking command specified via the position of the braking pedals (PEDAL_POS),
the manual mode selection (MODE_SELECTION, see below) and the deceleration rate for the auto-braking (AB_DECEL_RATE, currently unused). The output of the system is the hydraulic pressure applied to the wheels. Pressure can be supplied via two redundant lines, GREEN_PRESSURE_OUT and BLUE_PRESSURE_OUT. These lines are driven by the three different operational modes, corresponding to the three input pressure lines.

The normal mode is driven by the green pressure line and is completely controlled by the BSCU. When the BSCU or the green pressure line fails, the alternate mode engages. Pressure is supplied via the blue hydraulic line, basic braking commands are now directly controlled by the pilot. The BSCU will add anti skid commands if it is working. When the blue pressure fails, the emergency pressure kicks in which also drives the blue output pressure. In emergency mode, anti skid is disabled, regardless of the BSCU state. Mode switches are controlled by the SELECTOR_VALVE_AC. It switches to the next available pressure line, when the currently active line fails. Switching is monotonic in this version of the model – the system starts in normal mode and can only switch “down” to the next available mode, not back. When the BSCU stops operating, it sends a shutoff signal to the SHUT_OFF_SELECTOR_VALVE_AC valve, which inhibits the green pressure to reach the selector valve, thus deactivating the normal mode.

The implementation of the BSCU is shown in Figure 11. It consists of two redundant computation units (COMMAND_1_AC and COMMAND_2_AC), two monitoring
units (MONITOR_1_AC and MONITOR_2_AC), the logic to chose between these two lines (SELECT_CMD_AC) and the shutoff monitor (SHUTOFF_AC). In the current implementation, each command unit simply copies the braking command given by the pedal position. The monitoring units compute a reference command in the same way and compare it to the output of the command units. As soon as those commands differ, the corresponding invalid signal is set (INVALID_1 or INVALID_2). The switching unit selects the command computed by the first command unit, unless the INVALID_1 signal is set. As soon as both invalid signals are set, the shutoff unit sets the shutoff signal.

C.2 Safety Analysis

There are two safety requirements which are considered in the analysis of the braking system. The first requirement under consideration is the shutoff of the BSCU. The following failure modes are considered for this analysis:

- failure of the command computation (CMD_{1,2})
- failure of the anti skid command computation (AS_CMD_{1,2})
- failure of the monitor command computation (MON_{1,2}_CMD)

The analysis generated the quotient shown in Figure 12.

The second safety requirement under consideration is the complete loss of braking commands. The failure modes under consideration are the same as above and additionally:

- failure of the invalid signals (INVALID_{1,2}),
- failure of the command selection switch (SELECT_CMD_2)
- failure of electrical power (PWR_{1,2})
- failure of hydraulic pressure ({GREEN, BLUE, EMERGENCY}_PRESSURE_IN)
- manual mode selection (MODE_SELECTION)